Figure B.2.1 Standard drawing for an AND gate, OR gate, and an inverter, shown from left to right. The signals to the left of each symbol are the inputs, while the output appears on the right. The AND and OR gates both have two inputs. Inverters have a single input.
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Figure B.3.1 A 3-bit decoder has 3 inputs, called 12, 11, and 10, and 23 = 8 outputs, called Out0 to Out7. Only the output corresponding to the binary value of the input is true, as shown in the truth table. The label 3 on the input to the decoder says that the input signal is 3 bits wide.

Figure B.3.2 A two-input multiplexor on the left and its implementation with gates on the right. The multiplexor has two data inputs (A and B), which are labeled 0 and 1, and one selector input (S), as well as an output C. Implementing multiplexors in Verilog requires a little more work, especially when they are wider than two inputs. We show how to do this beginning on page B-23.

Figure B.3.3 The basic form of a PLA consists of an array of AND gates followed by an array of OR gates. Each entry in the AND gate array is a product term consisting of any number of inputs or inverted inputs. Each entry in the OR gate array is a sum term consisting of any number of these product terms.

Figure B.3.4 The PLA for implementing the logic function described in the example.

Figure B.3.5 A PLA drawn using dots to indicate the components of the product terms and sum terms in the array. Rather than use inverters on the gates, usually all the inputs are run the width of the AND plane in both true and complement forms. A dot in the AND plane indicates that the input, or its inverse, occurs in the product term. A dot in the OR plane indicates that the corresponding product term appears in the corresponding output.

Figure B.3.6 A multiplexor is arrayed 32 times to perform a selection between two 32-bit inputs. Note that there is still only one data selection signal used for all 32 1-bit multiplexors.

Figure B.4.1 A Verilog module that defines a half-adder using continuous assignments.

Figure B.4.2 A Verilog definition of a 4-to-1 multiplexor with 32-bit inputs, using a case statement. The case statement acts like a C switch statement, except that in Verilog only the code associated with the selected case is executed (as if each case state had a break at the end) and there is no fall-through to the next statement.

Figure B.4.3 A Verilog behavioral definition of a MIPS ALU. This could be synthesized using a module library containing basic arithmetic and logical operations.

Figure B.5.1 The 1-bit logical unit for AND and OR.

Figure B.5.2 A 1-bit adder. This adder is called a full adder; it is also called a (3,2) adder because it has 3 inputs and 2 outputs. An adder with only the a and b inputs is called a (2,2) adder or half-adder

Figure B.5.3 Input and output specification for a 1-bit adder.

Figure B.5.4 Values of the inputs when CarryOut is a 1.

Figure B.5.5 Adder hardware for the CarryOut signal. The rest of the adder hardware is the logic for the Sum output given in the equation on this page.

Figure B.5.6 A 1-bit ALU that performs AND, OR, and addition (see Figure B.5.5).

Figure B.5.7 A 32-bit ALU constructed from 32 1-bit ALUs. CarryOut of the less significant bit is connected to the CarryIn of the more significant bit. This organization is called ripple carry.

Figure B.5.8 A 1-bit ALU that performs AND, OR, and addition on a and b or a and ![](data:image/x-wmf;base64,183GmgAAAAAAAEABAAIDCQAAAABSXQEACQAAA1kBAAAEAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8AAQAAqgEAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAl4AQAAFAAAAEwJeAAABBQAAAAkCAAAAAgUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAAAAAQACACBJVEMgRnJhbmtsaW4gR290aGljIFN0ZCBNZWQAKCFm6wQAAAAtAQEACQAAADIKAAAAAAEAAABieQADlAAAACYGDwAeAUFwcHNNRkNDAQD3AAAA9wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQATV2luQU5TSQARBklUQyBGcmFua2xpbiBHb3RoaWMgU3RkIE1lZAAIBQACBX9iAGIGABEAAAAKAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQECABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAKCFm6wAACgAuAIoBAAAAAP/////U5xgABAAAAC0BAwAEAAAA8AEBAAMAAAAAAA==). By selecting ![](data:image/x-wmf;base64,183GmgAAAAAAAEABAAIDCQAAAABSXQEACQAAA0wBAAAEAIcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7z///8AAQAAvAEAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAkwAQAAFAAAAEwJMAAABBQAAAAkCAAAAAgUAAAAUAqABQwAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBNaW5pb24gUHJvAHjoLX0ApN0YAJSTpHSAAah0PChmZgQAAAAtAQEACQAAADIKAAAAAAEAAABieQADhwAAACYGDwADAUFwcHNNRkNDAQDcAAAA3AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQARBU1pbmlvbiBQcm8ACAUAAgF/YgAGABEAAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AADwoZmYAAAoALgCKAQAAAAD/////1OcYAAQAAAAtAQMABAAAAPABAQADAAAAAAA=) (Binvert = 1) and setting CarryIn to 1 in the least significant bit of the ALU, we get two’s complement subtraction of b from a instead of addition of b to a.
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Figure B.5.10 (Top) A 1-bit ALU that performs AND, OR, and addition on a and b or ![](data:image/x-wmf;base64,183GmgAAAAAAAEABAAIDCQAAAABSXQEACQAAA1kBAAAEAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8AAQAAqgEAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAl4AQAAFAAAAEwJeAAABBQAAAAkCAAAAAgUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAAAAAQACACBJVEMgRnJhbmtsaW4gR290aGljIFN0ZCBNZWQAKCFm6wQAAAAtAQEACQAAADIKAAAAAAEAAABieQADlAAAACYGDwAeAUFwcHNNRkNDAQD3AAAA9wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQATV2luQU5TSQARBklUQyBGcmFua2xpbiBHb3RoaWMgU3RkIE1lZAAIBQACBX9iAGIGABEAAAAKAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQECABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAKCFm6wAACgAuAIoBAAAAAP/////U5xgABAAAAC0BAwAEAAAA8AEBAAMAAAAAAA==), and (bottom) a 1-bit ALU for the most significant bit. The top drawing includes a direct input that is connected to perform the set on less than operation (see Figure B.5.11); the bottom has a direct output from the adder for the less than comparison called Set. (See Exercise B.24 at the end of this appendix to see how to calculate overflow with fewer inputs.)

Figure B.5.11 A 32-bit ALU constructed from the 31 copies of the 1-bit ALU in the top of Figure B.5.10 and one 1-bit ALU in the bottom of that figure. The Less inputs are connected to 0 except for the least significant bit, which is connected to the Set output of the most significant bit. If the ALU performs a − b and we select the input 3 in the multiplexor in Figure B.5.10, then Result = 0 … 001 if a < b, and Result = 0 … 000 otherwise.

Figure B.5.12 The final 32-bit ALU. This adds a Zero detector to Figure B.5.11.

Figure B.5.13 The values of the three ALU control lines, Bnegate, and Operation, and the corresponding ALU operations.

Figure B.5.14 The symbol commonly used to represent an ALU, as shown in Figure B.5.12. This symbol is also used to represent an adder, so it is normally labeled either with ALU or Adder.

Figure B.5.15 A Verilog behavioral definition of a MIPS ALU.

Figure B.5.16 The MIPS ALU control: a simple piece of combinational control logic.

Figure B.6.1 A plumbing analogy for carry lookahead for 1 bit, 2 bits, and 4 bits using water pipes and valves. The wrenches are turned to open and close valves. Water is shown in color. The output of the pipe (ci + 1) will be full if either the nearest generate value (gi) is turned on or if the i propagate value (pi) is on and there is water further upstream, either from an earlier generate or a propagate with water behind it. CarryIn (c0) can result in a carry out without the help of any generates, but with the help of all propagates.

Figure B.6.2 A plumbing analogy for the next-level carry-lookahead signals P0 and G0. P0 is open only if all four propagates (pi) are open, while water flows in G0 only if at least one generate (gi) is open and all the propagates downstream from that generate are open.

Figure B.6.3 Four 4-bit ALUs using carry lookahead to form a 16-bit adder. Note that the carries come from the carry-lookahead unit, not from the 4-bit ALUs.

Figure B.7.1 A clock signal oscillates between high and low values. The clock period is the time for one full cycle. In an edge-triggered design, either the rising or falling edge of the clock is active and causes state to be changed.

Figure B.7.2 The inputs to a combinational logic block come from a state element, and the outputs are written into a state element. The clock edge determines when the contents of the state elements are updated.

Figure B.7.3 An edge-triggered methodology allows a state element to be read and written in the same clock cycle without creating a race that could lead to undetermined data values. Of course, the clock cycle must still be long enough so that the input values are stable when the active clock edge occurs.

Figure B.8.1 A pair of cross-coupled NOR gates can store an internal value. The value stored on the output Q is recycled by inverting it to obtain Q and then inverting Q to obtain Q. If either R or is asserted, Q will be deasserted and vice versa.

Figure B.8.2 A D latch implemented with NOR gates. A NOR gate acts as an inverter if the other input is 0. Thus, the cross-coupled pair of NOR gates acts to store the state value unless the clock input, C, is asserted, in which case the value of input D replaces the value of Q and is stored. The value of input D must be stable when the clock signal C changes from asserted to deasserted.

Figure B.8.3 Operation of a D latch, assuming the output is initially deasserted. When the clock, C, is asserted, the latch is open and the Q output immediately assumes the value of the D input.

Figure B.8.4 A D flip-flop with a falling-edge trigger. The first latch, called the master, is open and follows the input D when the clock input, C, is asserted. When the clock input, C, falls, the first latch is closed, but the second latch, called the slave, is open and gets its input from the output of the master latch.

Figure B.8.5 Operation of a D flip-flop with a falling-edge trigger, assuming the output is initially deasserted. When the clock input (C) changes from asserted to deasserted, the Q output stores the value of the D input. Compare this behavior to that of the clocked D latch shown in Figure B.8.3. In a clocked latch, the stored value and the output, Q, both change whenever C is high, as opposed to only when C transitions.

Figure B.8.6 Setup and hold time requirements for a D flip-flop with a falling-edge trigger. The input must be stable for a period of time before the clock edge, as well as after the clock edge. The minimum time the signal must be stable before the clock edge is called the setup time, while the minimum time the signal must be stable after the clock edge is called the hold time. Failure to meet these minimum require ments can result in a situation where the output of the flip-flop may not be predictable, as described in Section B.11. Hold times are usually either 0 or very small and thus not a cause of worry.

Figure B.8.7 A register file with two read ports and one write port has five inputs and two outputs. The control input Write is shown in color.

Figure B.8.8 The implementation of two read ports for a register file with n registers can be done with a pair of n-to-1 multiplexors, each 32 bits wide. The register read number signal is used as the multiplexor selector signal. Figure B.8.9 shows how the write port is implemented.

Figure B.8.9 The write port for a register file is implemented with a decoder that is used with the write signal to generate the C input to the registers. All three inputs (the register number, the data, and the write signal) will have setup and hold-time constraints that ensure that the correct data is written into the register file.

Figure B.8.10 A specification of a clock.

Figure B.8.11 A MIPS register file written in behavioral Verilog. This register file writes on the rising clock edge.

Figure B.9.1 A 32K **×** 8 SRAM showing the 21 address lines (32K **=** 215) and 16 data inputs, the 3 control lines, and the 16 data outputs.

Figure B.9.2 Four three-state buffers are used to form a multiplexor. Only one of the four Select inputs can be asserted. A three-state buffer with a deasserted Output enable has a high-impedance output that allows a three-state buffer whose Output enable is asserted to drive the shared output line.

Figure B.9.3 The basic structure of a 4 **×** 2 SRAM consists of a decoder that selects which pair of cells to activate. The activated cells use a three-state output connected to the vertical bit lines that supply the requested data. The address that selects the cell is sent on one of a set of horizontal address lines, called word lines. For simplicity, the Output enable and Chip select signals have been omitted, but they could easily be added with a few AND gates.

Figure B.9.4 Typical organization of a 4M **×** 8 SRAM as an array of 4K **×** 1024 arrays. The first decoder generates the addresses for eight 4K × 1024 arrays; then a set of multiplexors is used to select 1 bit from each 1024-bit-wide array. This is a much easier design than a single-level decode that would need either an enormous decoder or a gigantic multiplexor. In practice, a modern SRAM of this size would probably use an even larger number of blocks, each somewhat smaller.

Figure B.9.5 A single-transistor DRAM cell contains a capacitor that stores the cell contents and a transistor used to access the cell.

Figure B.9.6 A 4M **×** 1 DRAM is built with a 2048 **×** 2048 array. The row access uses 11 bits to select a row, which is then latched in 2048 1-bit latches. A multiplexor chooses the output bit from these 2048 latches. The RAS and CAS signals control whether the address lines are sent to the row decoder or column multiplexor.

Figure B.10.1 A state machine consists of internal storage that contains the state and two combinational functions: the next-state function and the output function. Often, the output function is restricted to take only the current state as its input; this does not change the capability of a sequential machine, but does affect its internals.

Figure B.10.2 The graphical representation of the two-state traffic light controller. We simplified the logic functions on the state transitions. For example, the transition from NSgreen to EWgreen in the next-state table is ![](data:image/x-wmf;base64,183GmgAAAAAAAIAVYAIACQAAAADxSQEACQAAAwACAAAEAN0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAoAVCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///67///9AFQAADgIAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAloAuAAFAAAAEwJaAGAEBQAAAAkCAAAAAgUAAAAUAsABhAQcAAAA+wKA/gAAAAAAAJABAAAAAQACADBTeW1ib2wAdD4jClxgfIUA3NcYAJSTpHSAAah0YipmHQQAAAAtAQEACgAAADIKAAAAAAIAAADX1woLAAMFAAAAFALAASgAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQTWluaW9uIFBybwD7gHyFANzXGACUk6R0gAGodGIqZh0EAAAALQECAAQAAADwAQEANAAAADIKAAAAAB4AAAAoTlNjYXIgIEVXY2FyKSsoTlNjYXIgIEVXY2FyKSyKACABtACiAKgAkACEAE4A2AB0AaIAqACQAMAAIAGEACABtACiAKgAkACEAE4A2AB0AaIAqACQAIQAAAPdAAAAJgYPAK8BQXBwc01GQ0MBAIgBAACIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBABEFTWluaW9uIFBybwAIBQACAH8oAAMADQAAAQACAH9OAAIAf1MAAgB/YwACAH9hAAIAf3IAAAACAH8gAAIEhsUi1wIAfyAAAgB/RQACAH9XAAIAf2MAAgB/YQACAH9yAAIAfykAAgCYBO8CAH8rAAIAmATvAgB/KAACAH9OAAIAf1MAAgB/YwACAH9hAAIAf3IAAgB/IAACBIbFItcCAH8gAAIAf0UAAgB/VwACAH9jAAIAf2EAAgB/cgACAH8pAAIAfywAAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAGIqZh0AAAoALgCKAQAAAAD/////DOIYAAQAAAAtAQMABAAAAPABAgADAAAAAAA=) which is equivalent to EWcar.

Figure B.10.3 A finite-state machine is implemented with a state register that holds the current state and a combinational logic block to compute the next state and output functions. The latter two functions are often split apart and implemented with two separate blocks of logic, which may require fewer gates.

Figure B.10.4 A Verilog version of the traffic light controller.

Figure B.11.1 In an edge-triggered design, the clock must be long enough to allow signals to be valid for the required setup time before the next clock edge. The time for a flip-flop input to propagate to the flip-flip outputs is tprop; the signal then takes tcombinational to travel through the combinational logic and must be valid tsetup before the next clock edge.

Figure B.11.2 Illustration of how clock skew can cause a race, leading to incorrect operation. Because of the difference in when the two flip-flops see the clock, the signal that is stored into the first flip-flop can race forward and change the input to the second flip-flop before the clock arrives at the second flip-flop.

Figure B.11.3 A two-phase clocking scheme showing the cycle of each clock and the nonoverlapping periods.

Figure B.11.4 A two-phase timing scheme with alternating latches showing how the system operates on both clock phases. The output of a latch is stable on the opposite phase from its C input. Thus, the first block of combinational inputs has a stable input during ϕ2, and its output is latched by ϕ2. The second (rightmost) combinational block operates in just the opposite fashion, with stable inputs during ϕ1. Thus, the delays through the combinational blocks determine the minimum time that the respective clocks must be asserted. The size of the nonoverlapping period is determined by the maximum clock skew and the minimum delay of any logic block.

Figure B.11.5 A synchronizer built from a D flip-flop is used to sample an asynchronous signal to produce an output that is synchronous with the clock. This “synchronizer” will not work properly!

Figure B.11.6 This synchronizer will work correctly if the period of metastability that we wish to guard against is less than the clock period. Although the output of the first flip-flop may be metastable, it will not be seen by any other logic element until the second clock, when the second D flip-flop samples the signal, which by that time should no longer be in a metastable state.

Figure B.14.1 Traditional ripple carry and carry save addition of four 4-bit numbers. The details are shown on the left, with the individual signals in lowercase, and the corresponding higher-level blocks are on the right, with collective signals in upper case. Note that the sum of four n-bit numbers can take n + 2 bits.